STRUCTURE DETERMINATION OF MOLECULAR CRYSTALS DIRECTLY FROM POWDER DIFFRACTION DATA*
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Many solids can be prepared only as microcrystalline powders and are not suitable for structural characterization by single crystal diffraction methods. In such cases, it is necessary to carry out structure determination using powder diffraction data. Here we highlight recent developments in the opportunities for solving molecular crystal structures directly from powder diffraction data, focusing on the direct-space strategy in which a hypersurface based on the powder profile R-factor $R_{wp}$ is searched using Monte Carlo or Genetic Algorithm methods. Recent fundamental developments are described, and illustrative examples are given to highlight the application of this strategy to determine the structures of molecular materials.

1. Introduction: the Challenges of Structure Determination from Powder Diffraction Data

The ability to determine crystal structures directly from powder diffraction data promises to open up many new avenues of structural science. Many important materials cannot be prepared as single crystals of appropriate size and quality for conventional single crystal diffraction studies, nor indeed for the emerging synchrotron-based microcrystal diffraction techniques. In such cases, structure determination from powder diffraction data may represent the only viable approach for obtaining an understanding of the structural properties of the material of interest. However, it is important to recognize that structure determination from powder diffraction data is far from routine, and significant challenges must be overcome in developing and applying methods for this purpose. For this reason, several research groups have devoted considerable effort in recent years to the development of new and improved techniques in this field. This article gives an overview of the problems and challenges associated with structure determination from powder diffraction data, while focusing on some of our own recent contributions in this field. More detailed reviews covering all aspects of structure determination from powder diffraction data may be found in references [1]-[6]. Crystal structure determination from diffraction data (either single crystal or powder) can be divided into the following stages: (i) unit cell determination and space group assignment, (ii) structure solution, and (iii) structure refinement. The aim of structure solution is to derive an initial approximation to the structure from direct consideration of the experimental diffraction data, but starting from no knowledge of the actual arrangement of atoms or molecules within the unit cell. If the structure solution is a sufficiently good approximation to the true structure, a good quality structure may then be obtained by structure refinement. For powder diffraction data, structure refinement is now carried out fairly routinely using the Rietveld profile refinement technique [7,8], and unit cell determination is carried out using standard indexing procedures (see, for example, references [9]-[13]). In this article, we focus on structure solution, which is generally the most challenging stage of the structure determination process.

The techniques currently available for structure solution from powder diffraction data can be subdivided into two categories—"traditional" and "direct-space" approaches. As discussed below, the traditional approach follows a close analogy to conventional procedures for analysis of single
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crystal diffraction data, whereas the direct-space approach follows a close analogy to global optimization procedures, which find applications in many areas of science. Indeed, our initial work on the development of the direct space strategy [14] originated from identifying the opportunity to combine our existing experience in computer simulation of solids (involving global optimization based on consideration of energy) [15] together with our experience in the application of traditional techniques for powder structure solution [16].

In the traditional approach, the intensities $I(hkl)$ of individual reflections are extracted directly from the powder diffraction pattern, and the structure is then solved using these $I(hkl)$ data in the types of structure solution calculation that are used for single crystal diffraction data (e.g. direct methods or Patterson methods). However, as there is usually extensive peak overlap in the powder diffraction pattern, extracting reliable values of the intensities $I(hkl)$ of the individual diffraction maxima can be problematic, and may lead to difficulties in subsequent attempts to solve the structure using these "single-crystal-like" approaches. To overcome this problem either requires improved techniques for extracting and utilizing peak intensities, or requires the use of new structure solution strategies (see below) that allow the experimental powder diffraction profile to be used directly in its "raw" digitized form, without the requirement to extract the intensities $I(hkl)$ of individual diffraction maxima.

In the direct-space approach, trial structures are generated in direct space, independently of the experimental powder diffraction data, with the suitability of each trial structure assessed by direct comparison between the powder diffraction pattern calculated for the trial structure and the experimental powder diffraction pattern. This comparison is quantified using an appropriate R-factor. Most direct-space approaches reported to date have used the weighted powder profile R-factor $R_{wp}$ (the R-factor normally employed in Rietveld refinement), although we note that some implementations of direct-space approaches have instead used R-factors based on extracted peak intensities. $R_{wp}$ is defined as

$$R_{wp} = 100 \left( \frac{\sum_i w_i (y_i^{(obs)} - y_i^{(calc)})^2}{\sum_i w_i y_i^{(obs)}^2} \right)^{1/2}$$

where $y_i^{(obs)}$ is the intensity of the ith data point in the experimental powder diffraction profile, $y_i^{(calc)}$ is the intensity of the ith data point in the calculated powder diffraction profile, and $w_i$ is a weighting factor for the ith data point. Importantly, $R_{wp}$ considers the whole digitized intensity profile point-by-point, rather than the integrated intensities of individual diffraction maxima. Thus, $R_{wp}$ implicitly takes care of peak overlap and uses the digitized powder diffraction data directly "as measured".

The basis of the direct-space strategy for structure solution is to find the trial crystal structure corresponding to lowest R-factor, and is equivalent to exploring a hypersurface $R(\Gamma)$ to find the global minimum, where $\Gamma$ represents the set of variables that define the structure. In principle, any technique for global optimization may be used to find the lowest point on the $R(\Gamma)$ hypersurface, and much success has been achieved in using Monte Carlo [14, 17-25], Simulated Annealing [26-34] and Genetic Algorithm [35-46] methods in this field. In addition, grid search methods have also been employed [4751]. This article focuses on fundamental and applied aspects of our implementations of Monte Carlo (MC) and Genetic Algorithm (GA) techniques within direct-space structure solution from powder diffraction data, with particular emphasis on the application of these techniques to elucidate structural properties of molecular materials.

To our knowledge, the first previously unknown organic molecular crystal structure to be solved using the traditional approach (employing direct methods for structure solution) was formylurea [16], although the successful structure solution of the previously known structure of cimetidine had earlier been demonstrated (also using direct methods) [52]. The first material of unknown crystal structure to be solved by a direct-space approach was $p$-BrC$_6$H$_4$CH$_2$CO$_2$H [14], using the Monte Carlo method. Following on from this early work, the structures of a wide range of other molecular materials have now been determined directly from powder diffraction data, as
surveyed comprehensively in a recent review article [6].


In the direct-space strategy for structure solution from powder diffraction data, the structure is defined by a "structural fragment", which represents the asymmetric unit (or an appropriate subset of the atoms in the asymmetric unit). The structural variables (i.e. the set \( \Gamma \) discussed above) represent the position, orientation and intramolecular geometry of each molecule in the asymmetric unit. The position is defined by the coordinates \( \{x, y, z\} \) of the centre of mass or a selected atom, the orientation is defined by rotation angles \( \{\theta, \phi, \psi\} \) around a set of orthogonal axes, and the intramolecular geometry is specified by a set of variable torsion angles \( \{\tau_1, \tau_2, \ldots, \tau_n\} \). In general, the bond lengths and bond angles are fixed in the calculation, and are taken either from standard values for the type of molecule under study or from the known geometry of a similar molecule.

As most direct-space approaches are stochastic in nature, it is strongly recommended that, for a given problem, the structure solution calculation should be repeated several times from different random starting points. Clearly, obtaining the same structure solution from these independent calculations provides strong support that the true global minimum on the \( R(\Gamma) \) hypersurface (i.e. the correct structure solution) has been found.

Clearly the use of \( R_{wp} \) to assess the correctness of a structural model, as in most implementations of direct-space approaches, requires that the parameters defining the peak positions (unit cell parameters and zero-point offset), the peak shape (peak width, peak shape function and peak mixing parameters) and the background intensity in the powder diffraction pattern calculated for each trial structure accurately reflect the experimental powder diffraction pattern. In general, reliable values of these parameters can be determined, prior to structure solution, by fitting the powder diffraction pattern with the use of arbitrary peak intensities (i.e. without using any structural model to determine the peak intensities), for example using the Pawley fitting procedure [53]. Careful prior analysis of the experimental data in this way ensures that the profile parameters used subsequently in structure solution calculations provide a reliable description of the experimental powder diffraction pattern.

3. Monte Carlo and Simulated Annealing Techniques

The foundations of the Monte Carlo and Simulated Annealing techniques are closely related, and in both cases a sequence of structures (each denoted \( \Gamma_i \); for \( i=1, 2, \ldots, N \)) is generated for consideration as potential structure solutions. We begin by discussing the Monte Carlo method [14]. Each structure generated during the Monte Carlo calculation is derived from the previous structure by a random displacement of the structural fragment within the unit cell. The procedure for each Monte Carlo move (described here for the general case in which structure \( \Gamma_{i+1} \) is generated from structure \( \Gamma_i \)) comprises the following steps (Figure 1).

(i) Starting from structure \( \Gamma_j \), a trial structure \( \Gamma_{j,\text{trial}} \) is generated by making small random displacements to each of the structural variables \( \{x, y, z, \theta, \phi, \psi, \tau_1, \tau_2, \ldots, \tau_n\} \). The agreement between the powder diffraction pattern calculated for the trial structure and the experimental powder diffraction pattern is then assessed, for example using \( R_{wp} \).

(ii) The trial structure is then accepted or rejected by considering the difference \( [Z=R_{wp}(\Gamma_{j,\text{trial}})-R_{wp}(\Gamma_j)] \) between the values of \( R_{wp} \) for structures \( \Gamma_{j,\text{trial}} \) and \( \Gamma_j \) and invoking the Metropolis
importance sampling algorithm [54]. If Z=0, the trial structure is automatically accepted, whereas if Z>0, the trial structure is accepted with probability $\exp(-Z/S)$ and rejected with probability $[1-\exp(-Z/S)]$, where S is an appropriate scaling factor. If the trial structure is accepted, structure $\Gamma_{j+1}$ is taken to be the same as $\Gamma_j$ trial. If the trial structure is rejected, structure $\Gamma_{j+1}$ is taken to be the same as $\Gamma_j$. The parameter S may either be fixed or varied in a controlled manner during the calculation. Clearly the higher the value of S, the greater the probability that trial structures with Z>0 will be accepted.

This procedure is repeated to generate a large number of structures, with each structure derived from the previous one through small random displacements in the values of the variables in the set $\Gamma$. After a sufficient number of structures has been generated, representing a sufficiently extensive sampling of the $R_{wp}(\Gamma)$ hypersurface, the best structure solution (corresponding to lowest $R_{wp}$) is identified and is considered as the starting model for structure refinement. It is important to emphasize that the Monte Carlo method does not represent minimization of $R_{wp}$ (except if S=0), but explores the $R_{wp}(\Gamma)$ hypersurface in a manner that gives emphasis to regions with low $R_{wp}$, but with the ability to escape from local minima in $R_{wp}$.

The essential distinction between Monte Carlo and simulated annealing techniques concerns the way in which the parameter S is used to control the sampling algorithm. In the Monte Carlo method, S is either fixed or varied manually, whereas in simulated annealing, S is decreased systematically according to an annealing schedule or temperature reduction procedure [55]. Clearly, different annealing schedules may be employed in the implementation of simulated annealing methods in this field [26-34].

4. The Genetic Algorithm Technique

The Genetic Algorithm (GA) is an optimization technique [56-58], based on the principles of evolution, and involves familiar evolutionary operations such as mating, mutation and natural selection. A crucial feature is that the GA operates essentially in a parallel manner, with many different regions of the $R(\Gamma)$ hypersurface investigated simultaneously. Furthermore, information concerning these different regions of the $R(\Gamma)$ hypersurface is passed actively between different members of the population by the mating procedure.

Our GA approach for structure solution from powder diffraction data [35-44] has been implemented in the program EAGER [59], and a schematic flow chart describing the operation of this program is shown in Figure 2. The GA structure solution strategy investigates the evolution of a population of trial structures, with each member of the population defined by the set of variables $\Gamma$ discussed above. As each member of the population is uniquely characterized by the values of these variables, the set $\Gamma$ can be regarded to define its "genetic code". The initial population $P_0$ comprises $N_p$ randomly generated structures. The population is then allowed to evolve through subsequent generations by applying the evolutionary operations of mating, mutation and natural selection. Through these operations, a given generation (population $P_j$) is converted to the next generation ($P_{j+1}$). The number $N_p$ of structures in the population is constant for all generations, and $N_m$ mating
operations and $N_s$ mutation operations are performed during the evolution from population $P_j$ to population $P_{j+1}$. The quality ("fitness") of each structure depends on its value of $R_{wp}$ (lower $R_{wp}$ represents higher fitness), and it is advantageous to define fitness as an appropriate decreasing function of $R_{wp}$.

In the mating procedure, a given number ($N_m$) of pairs of structures ("parents") are selected from the population. The probability of selecting a given structure as a parent is proportional to its fitness. For each pair of parents, two new structures ("offspring") are generated by distributing parts of the genetic codes of the two parents among the two offspring. As a simple example, for the case of a rigid molecule defined by the structural variables $\{x, y, z, \theta, \phi, \psi\}$, one method for carrying out mating is to exchange the positional $\{x, y, z\}$ and orientational $\{\theta, \phi, \psi\}$ variables between the two parents. Thus, the two selected parents $\{x_a, y_a, z_a, \theta_a, \phi_a, \psi_a\}$ and $\{x_b, y_b, z_b, \theta_b, \phi_b, \psi_b\}$ would give rise to the two offspring $\{x_a, y_a, z_a, \theta_b, \phi_b, \psi_b\}$ and $\{x_b, y_b, z_b, \theta_a, \phi_a, \psi_a\}$. For systems involving greater numbers of variables, more complex rules may be adopted for the mating procedure.

It is important to note that the mating operation does not create any new values of the genetic variables, but instead redistributes the existing genetic information in different ways. New values of the genetic variables are introduced into the population in the mutation procedure, in which a given number ($N_m$) of structures are selected at random from the population and random changes are made to parts of their genetic code to create mutant structures (note that the original structures from which the mutants were derived are still retained within the population). The changes to selected variables may either be new random values (static mutation) or small random displacements from the existing values (dynamic mutation).

In the natural selection procedure, only the best structures (with lowest $R_{wp}$) are allowed to pass from one generation to the next generation. After the population has evolved for a sufficient number of generations, the member of the population with highest fitness (i.e. the structure with lowest $R_{wp}$) should be close to the correct structure.

In developing a strategy for implementing a GA in the field of structure solution, there is considerable scope for optimization and diversity in the methods for carrying out each of the evolutionary operations, in the definition of fitness function and in the sequence of evolutionary events in the flow-chart shown in Figure 2.

In our most recent implementation of the GA method [39], each new structure generated during the GA calculation is subjected to local minimization of $R_{wp}$ with respect to the structural variables in the set $\Gamma$, and only these minimized structures are used subsequently in the GA calculation. Introduction of local minimization in this way has been found to improve the efficiency of finding the correct structure solution (representing a reduction by at least a factor of 10 in the number of generations required to find the correct structure solution). In addition, and perhaps more importantly, the reliability and reproducibility in terms of finding the correct structure solution (for example, in repeated runs from different random initial populations) is also substantially improved with the introduction of local minimization of $R_{wp}$. These advantages of introducing local minimization of $R_{wp}$ within the GA method may be attributed to a favourable combination of stochastic (i.e. the GA) and deterministic (i.e. the minimization) components within the global optimization strategy. As the genetic characteristics of each structure generated become modified in the minimization step in a way that depends on the nature of its local environment on the $R_{wp}$ hypersurface, the GA method incorporating local minimization represents Lamarckian (rather than Darwinian) evolution. In view of the advantages described above, the GA method incorporating local minimization of $R_{wp}$ is now our standard approach for tackling structure solution from powder diffraction data.

5. The Combined Use of Powder Diffraction Data and Energy in Structure Solution

As energy ($E$) and $R_{wp}$ hypersurfaces for a molecular crystal are based on the same parameter space $\Gamma$, but have well-defined differences in their characteristics [60], there is a direct opportunity to blend $E(\Gamma)$ and $R_{wp}(\Gamma)$ together in the definition of a new hybrid hypersurface $G(\Gamma)$ for use in direct-space structure solution from powder diffraction data. In this regard, we have proposed and imple-
mented [61] a specific definition of a new hybrid hypersurface \( G(\Gamma) \) based on combining desirable characteristics from both the \( E(\Gamma) \) and \( R_{wp}(\Gamma) \) hypersurfaces. In particular, our hybrid function \( G(\Gamma) \) is designed to behave as \( E(\Gamma) \) when the value of \( E(\Gamma) \) is high and to give increasing importance (ultimately absolute importance) to \( R_{wp}(\Gamma) \) as lower values of \( E(\Gamma) \) are approached. In practice, this behaviour is achieved by use of a sliding weighting parameter, which is defined to be an appropriate function of \( E(\Gamma) \). We use the term “guiding function” to refer to such figures-of-merit in which one property (here \( E \)) is used to guide another property (here \( R_{wp} \)) towards its optimal value. In the present case, \( G(\Gamma) \) is designed such that \( E(\Gamma) \) guides the calculation towards regions of structural space \( \Gamma \) corresponding to energetically plausible structures, with \( R_{wp}(\Gamma) \) becoming progressively more important as the criterion for discriminating the correct structure solution. In general, we find that the progress of GA structure solution calculations using \( G(\Gamma) \) represents a more systematic and controlled evolution of the population than that typically observed in corresponding calculations using \( R_{wp}(\Gamma) \) alone, and is particularly advantageous in avoiding potential problems due to stagnation of the population.

6. Some Examples of Structure Determination of Molecular Materials

We give three examples of structure determination of molecular materials directly from powder diffraction data. In each case, we have used powder X-ray diffraction data recorded at ambient temperature on a conventional laboratory diffractometer [operating in transmission mode with a primary germanium monochromator (CuK\(_{\alpha1}\) radiation) and a linear position sensitive detector covering 8° in 2\( \theta \)]. In each case, the unit cell was determined directly from the powder diffraction data by standard indexing procedures, and space group assignment was carried out by consideration of systematic absences. In each case, consideration of density indicated that there is one molecule in the asymmetric unit. The structure solution calculations were carried out using the GA method implemented in our program EAGER [59], and Rietveld refinement was carried out using the GSAS program [62].

The first two examples concern the oligopeptides Phe-Gly-Gly-Phe [42] (Figure 3a) and Piv-Pro-Gly-NHMe [43] (Figure 3b). These calculations involved 11 and 6 variable torsion angles respectively, with the peptide groups constrained to be planar units with the O-C-N-H torsion angle fixed at 180°. The molecules were constructed using standard bond lengths and bond angles. The structure of Phe-Gly-Gly-Phe (space group P4\(_1\)) comprises ribbons that run parallel to the c-axis. Adjacent molecules in these ribbons interact through three N-H···O hydrogen bonds (Figure 4), forming a direct analogue of an anti-parallel \( \beta \)-sheet. Intermolecular N-H···O hydrogen bonds involving the endgroups of the oligopeptide chains give rise to two inter-twined helical chains running along the 4\(_1\) screw axis. In the structure of Piv-Pro-Gly-NHMe (space group P1), the molecule is found to adopt a Type II \( \beta \)-turn conformation stabilized by an intramolecular hydrogen
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(a) Molecular structure of Phe-Gly-Gly-Phe, showing the variable torsion angles in the GA structure solution calculation. (b) Molecular structure of Piv-Pro-Gly-NHMe, showing the variable torsion angles in the GA structure solution calculation.
bond between the C=O group of Piv and the N-H group of NHMe (Figure 5). Adjacent molecules along the c-axis form chains through intermolecular N-H···O hydrogen bonds.

Another example of structure determination of a molecular material with significant conformational flexibility concerns Ph$_2$P(O)-(CH$_2$)$_7$P(O)Ph$_2$ [40]. In the GA structure solution calculation (Figure 6), the structural fragment comprised all non-hydrogen atoms in the molecule, with all bond lengths and bond angles fixed at standard values. The molecular conformation was defined by a total of 12 variable torsion angles (Figure 7a)-four torsion angles describe the orien-
tations of the phenyl rings (which were themselves constrained to be planar) relative to the rest of the molecule, and eight torsion angles describe the conformation of the alkyl chain. With the whole molecule also subjected to translation and rotation within the unit cell, each structure was defined by 18 variables \( \{x, y, z, \theta, \phi, \psi, \tau_1, \tau_2, \ldots, \tau_{12}\} \). In the crystal structure (Figure 7b), the molecule adopts a conformation with a gauche bond (Figure 7c) at one position in the alkyl chain, and provides interesting contrasts and comparisons with the structural properties of other materials in the family \( \text{Ph}_2\text{P(O)}(\text{CH}_2)_n\text{P(O)}\text{Ph}_2 \) [63].

7. Synchrotron versus Laboratory Powder Diffraction Data

We now consider the relative merits of using synchrotron X-ray powder diffraction data [64,
versus conventional laboratory powder X-ray diffraction data in this field, recognizing that the good vertical collimation and high brightness of synchrotron radiation lead to powder diffraction data of higher resolution and often of improved signal/noise ratio. With high resolution, problems due to peak overlap can be alleviated to some extent, allowing more reliability in the determination of accurate peak positions (which is advantageous in unit cell determination) and in the ability to extract the intensities of individual diffraction maxima from the powder diffraction pattern. In this regard, synchrotron radiation can be advantageous when traditional techniques (or a direct-space technique using a figure-of-merit based on extracted peak intensities) are to be used for structure solution. Thus, the success of traditional techniques for structure solution is generally enhanced by using data recorded on an instrument with as high resolution as possible. However, for direct space techniques employing a figure of merit based on a profile R-factor (such as Rwp), the important requirement is not high resolution per se, but rather that the peak profiles are well-defined and accurately described by the peak shape and peak width functions used in the structure solution calculation. In such cases, the use of laboratory data can be just as effective as the use of synchrotron data. Indeed, as illustrated from the examples presented in Section 6, much successful structure determination from powder diffraction data has been achieved using conventional laboratory powder X-ray diffraction data, clearly demonstrating that the use of a good quality, well-optimized laboratory powder diffractometer is usually perfectly adequate for research in this field. Indeed, with continuing improvements and developments in the instrumentation for powder X-ray diffraction, the central role of laboratory diffractometers in this field is likely to be consolidated and further strengthened.

8. Conclusions and Future Prospects

The successful application of direct-space approaches for structure solution from powder diffraction data in recent years has been clearly demonstrated by several examples, including those highlighted in this article. Through these techniques, the opportunity to determine molecular crystal structures directly from powder diffraction data is now a very real capability, which should enter the array of options available to all structural chemists. However, while recognizing the successes achieved so far in the application of direct-space techniques in powder structure solution, there is nevertheless considerable scope for the further development and optimization of the strategies for implementing these methods. In this regard, we are currently pursuing research both to advance fundamental aspects of the Monte Carlo and Genetic Algorithm techniques, with the aim of deriving new and optimized procedures for searching R(Γ) hypersurfaces, as well as developing new ways of defining the hypersurface such that global optimization may be achieved more efficiently.

While direct-space approaches for powder structure solution are particularly appropriate in the case of molecular crystal structures (as reflected by the fact that the majority of the published work employing these techniques has focused on molecular materials), it is clear that the horizons for the application of these methods extend far beyond the molecular solid state. The future application of these techniques promises to reveal new and important insights into structural properties of solids across a wide range of disciplines within solid state and materials sciences.
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